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# 1R %2 NoSQLE|#3ZF: HBase (2007) , Cassendra (2010) , LevelDB (2011, Google
) , RocksDB (2013, Facebook) %

History of LSM Tree

2013 RocksDB
1996 LSM Tree 2006 Bigtable PR Al
The log-structured merge-tree Bigtable: A distibuted storage system for open-sourcing Rock sDB
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O'Neil P; et al. The log-structured merge-tree[J]. Acta Informatica, 1996, 33(04): 351-385.
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m Filter Block
o {fBloom FiltersKIEF{T &R, RTHIO

o BF: A bit vector, each bit is calculated by a hash function returning 1
or0

o Insert a key x€S: first calculate 7,(x), then set BF[/,(x)] = 1

o Membership query “Is yes?”: calculate #,(y), ,(»), ..., h,(y), cOmpared
with existing Bloom filters

BF vector O 0o/ 1/]0/0]T1T/0O0/T1T/|......0/ 110
h(x) hy(X) h3(x) hi(x)
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SiEtEl (137=6E) - EEIU (GU=6E) -
1, Smith, Joe, 40000; 1,2,3;
2, Jones, Mary, 50000; Smith, Jones, Johnson;
3, Johnson, Cathy, 44000; Joe, Mary, Cathy;

40000, 50000, 44000;
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Teng Zhang et al. FPGA-Accelerated Compactions for LSM-based Key-Value Store. FAST 2020
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